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Contextual representations serve to guide many aspects of behav-
ior and influence the way stimuli or actions are encoded and
interpreted. The medial prefrontal cortex (mPFC), including the
anterior cingulate subregion, has been implicated in contextual
encoding, yet the nature of contextual representations formed by
themPFC is unclear. Usingmultiple single-unit tetrode recordings in
rats, we found that different activity patterns emerged in mPFC
ensembles when animals moved between different environmental
contexts. These differences in activity patterns were significantly
larger than those observed for hippocampal ensembles. Whereas
≈11% of mPFC cells consistently preferred one environment over
the other across multiple exposures to the same environments, op-
timal decoding (prediction) of the environmental setting occurred
when the activity of up to≈50%of all mPFC neuronswas taken into
account. On the other hand, population activity patterns were not
identical upon repeated exposures to the very same environment.
This was partly because the state of mPFC ensembles seemed to
systematically shiftwith time, such thatwe could sometimes predict
the change in ensemble state upon later reentry into one environ-
ment according to linear extrapolation from the time-dependent
shifts observed during the first exposure. We also observed that
many strongly action-selectivemPFC neurons exhibited a significant
degree of context-dependent modulation. These results highlight
potential differences in contextual encoding schemes by the mPFC
and hippocampus and suggest that the mPFC forms rich contextual
representations that take into account not only sensory cues but
also actions and time.
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Many aspects of behavior are contextually dependent. Con-
texts can be abstract, as in the case of human language, or can

be more concrete and be defined by the constellation of spatial and
sensory stimuli surrounding an individual. Contextual representa-
tions can form quickly and tend to remain stable despite local
variations in perspective (1). Context can also help to inform the
subject about potential changes in the meaning of stimuli and
actions. Themedial prefrontal cortex (mPFC) is involved in various
forms of cognition that depend on spatial and contextual infor-
mation, including context-based cognitive tasks (2–4), contextual
fear conditioning (5), and context-induced drug relapse (6–8), and
is believed to be an important node in the “context” network (1, 9–
12). These functions likely depend on reciprocal interactions with
the hippocampus (13, 14), an area that has a well-established role
in spatial and contextual processing (15–20). Through the con-
nection from the CA1 region, the hippocampus has multiple
profound effects on mPFC neurons (21–28), and it has been
proposed that during spatial navigation the mPFC may work in
concert with the hippocampus to encode goal locations and aid in
route planning (29, 30). However, the spatial representations
formed by the mPFC are different from those formed by the
hippocampus: mPFC neurons do not seem to have clear place
fields and presumably do not form the same sort of spatial map
that would inform the animal precisely where it is within an en-
vironmental context (31–34). Accordingly, lesions of the mPFC
do not prevent rats from being able to navigate through even

quite complex spatial environments, like mazes (35). However,
mPFC lesions do make hippocampal unit place fields less stable
over time and more reactive to changes in the local environment
(36, 37). This result is consistent with the idea that the PFC might
provide a more global representation of the spatial context (1,
38–40) that is independent of the subject’s exact perspective.
The present study focused on how mPFC might encode whole

contextual settings and how these types of representations may
differ from those of the hippocampus. Toward these ends, we
recorded multiple single units using 16 tetrodes implanted into
the mPFC or hippocampus while animals were switched between
two distinct environments. Several potential factors were con-
sidered that could contribute to differences in activity state
patterns across contexts, including differences in sensory cues,
differences in movement patterns, and the passage of time. Fi-
nally, given the important role of the mPFC in action monitoring
and encoding (29, 32, 41, 42), we investigated whether context
affected the way specific actions were represented.

Results
Different Environments Are Associated with Different Ensemble
Activity Patterns in mPFC. We first investigated how mPFC net-
works represented environmental context by recording the ac-
tivity of 26–109 neurons per animal (total of five animals) in the
anterior cingulate cortex subregion as animals were simply
placed in two different novel environments (“A” and “B,” Fig.
S1A) and allowed to freely explore. The instantaneous firing
rates (iFR) of all recorded neurons at each 500-ms time bin were
collected in a population vector, and the space populated by all
these vectors is termed the multiple single-unit activity (MSUA)
space (Methods). A 3D projection of the MSUA space, obtained
by multidimensional scaling (MDS), in which each point repre-
sents the state of the entire recorded ensemble within one 500-
ms bin, is shown in Fig. 1A. All points corresponding to different
500-ms bins within the same environment are shown in the same
color. MDS was used purely for visualization, and all statistical
analyses were performed in the full space of all recorded units
(43). The MSUA space representation shown in Fig. 1A depicts
the state of an mPFC ensemble for a 6 min, 40-s period when
a rat was switched from one environment to another. The black
dots represent the final 3 min and 20 s in environment A, and the
green dots represent the first 3 min and 20 s in environment B.
The differently colored dots corresponding to the times spent in
each unique environment tightly clustered within distinct regions
of MSUA space, indicating that different environments were
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associated with different patterns of activity across the pop-
ulation of recorded units. To confirm these visual observations
statistically, the Mahalanobis distances between the two clusters
of iFR vectors in the full MSUA space, corresponding to the
times in each environment, were calculated. When Mahalanobis
distances were computed between sets of iFR vectors from dif-
ferent environments, the differentiation between neural ensem-
ble states was approximately two to three times larger compared
with ensemble states taken from the same environment but
separated by the same amount of time as for the between-envi-
ronment comparison [t(9) = 4.98; P < 10−5; Wilcoxon signed
rank = 0; P < 10−4; Fig. 1B; Fig. S1C is an illustration of the
analysis]. The single-cell basis for these population effects will be
investigated in greater detail below.

These results were not due to a general, nonspecific damp-
ening or enhancement of the overall population activity (SI
Results). Nevertheless, movement paths were different (Fig. S2C)
and could contribute to the ensemble separation, consistent with
past studies (44, 45). However, we still observed a significant
separation between the clouds of iFR points in the 3D projection
of the MSUA space associated with two environments, even
when movement effects were controlled by either restricting
movement altogether (Fig. S3 A and B) or by enforcing similar
movement patterns in the two environments (Fig. S3 C and D).
Finally a significant differentiation between ensemble states was
also observed if the contexts were familiar rather than novel (Fig.
S4 A–C) or if the rats moved between environments by them-
selves rather than being carried over by hand (Fig. S4 D and E).

Contrasting mPFC with Hippocampal Representations. Because hip-
pocampal neurons are strongly involved in the representation of
spatial context (8–13), we decided to contrast the results de-
scribed above for mPFC ensembles with the results of similar
experiments performed in rats with tetrode arrays implanted into
the CA1 region of the hippocampus (n = 85 neurons from two
rats during three sessions). For the mPFC ensemble shown in
Fig. 2A (Lower), there was some separation between the clouds
of iFR points in the 3D projection of the MSUA space corre-
sponding to the two different spatial locations within one envi-
ronment demarcated in Fig. 2A (Upper) (black vs. gray and dark
green vs. light green). Fig. 2A also shows that both location
representations seemed to shift in the MSUA space from one
exposure to the next. Accordingly in the group data, a two-way
ANOVA found significant main effects for both recording lo-
cation [mPFC or HPC; F(1,23) = 114.38; P < 10−9] and exposure
[between first and second exposure vs. within a single exposure;
F(1,23) = 86.57; P < 10−7], as well as a significant interaction
effect [F(1,23) = 221.81; P < 10−15]. Tukey’s post hoc tests
revealed that for mPFC ensembles the Mahalanobis distance
between the clusters of points representing the same location on

Fig. 1. Representation of environmental context during free exploration.
(A) 3D projection of MSUA spaces for free exploration sessions using novel
environments. Dots (population vectors) are colored according to whether
they were taken from environment A (black) or B (green). The axes of these
3D projections correspond to different combinations of the single-unit firing
rates, as derived by MDS. (B) Mean Mahalanobis distances comparing groups
of points within one environment vs. between two environments for mPFC
ensembles. Mean values are from all subjects and sessions (paired t tests and
Wilcoxon signed rank tests; **P < 10−5; error bars = SEM; n = 7 sessions from
five animals).

Fig. 2. Comparison of mPFC and hippocampal ensemble representations and temporal context effects. (A) mPFC ensemble encoding of locations within
a single environment on two different exposures. Upper: Animals were exposed to one environment on two occasions. Dots denote the location of the rat in
the environment in 500-ms time bins. Black dots correspond to the time bins when the rat was in the NE corner during first exposure, and dark green dots
correspond to the time bins when the rat was in the same corner of the same environment on the second exposure. Gray dots correspond to the time bins
when the rat was in the SW corner during first exposure, and light green dots to those when the rat was in the same corner of the same environment on the
second exposure. Red dots correspond to all other time bins for all other locations that were not considered in the present analysis. Lower: MSUA space
representation for the ensemble of mPFC neurons recorded during the same session. Dots correspond to the state of the network in MSUA space in 500-ms
bins and are colored according to the time bins in the location map above. (B) Hippocampal ensemble encoding of locations within a single environment on
two different exposures. Upper: Dots denote the location of the rat in the environment in 500-ms time bins, based on the same color scheme as used in A.
Lower: MSUA space for the ensemble of hippocampal neurons recorded during the same session. Dots correspond to the state of the network in MSUA space
in 500-ms bins and are colored according to the time bins in the location map above, as in A. (C) Mean Mahalanobis distances in MSUA space comparing time
bins when subjects were in the same location in the same environment on two different exposures (black bars) vs. different locations in the same environment
on a single exposure (striped bars). Data for mPFC ensembles are shown at left, and data for hippocampal (HPC) ensembles at right (**P < 0.0001; error bars =
SEM; n = 24 data points from 6 sessions from five animals). Note that mPFC population vectors differentiated more between the two exposures for the same
location, whereas hippocampal ensembles differentiated more strongly between different locations during a single exposure.
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two subsequent exposures (black bars, Fig. 2C) was much larger
than the distance between the clusters of points representing two
locations during one exposure (striped bars, Fig. 2C). In stark
contrast, post hoc tests indicated that for hippocampal ensem-
bles (Fig. 2B) the Mahalanobis distance between the clusters of
points representing two locations during one exposure (striped
bars, Fig. 2C) was significantly larger than the distance between
the clusters of points representing the same location on two
subsequent exposures (black bars, Fig. 2C). When directly
compared, mPFC ensembles exhibited significantly greater sep-
aration in their representation of a single location between two
exposures to the same environment relative to hippocampal
ensembles (black bars, Fig. 2C). In contrast, post hoc tests also
confirmed that hippocampal ensembles exhibited significantly
larger separation in their representation of two distinct locations
within an environment on a single exposure relative to mPFC
ensembles (striped bars, Fig. 2C). Thus, although hippocampal
ensembles differentiated much more strongly between two spa-
tial locations within a given environment than between two dif-
ferent exposures to the same environment, mPFC ensembles in
contrast strongly differentiated between two successive expo-
sures but much less between two spatial locations within the
same exposure and setting (further analyses of mPFC–hippo-
campal differences in SI Results).

Time-on-Task Affects mPFC Ensemble Activity. The lack of consis-
tency in the representation of spatial locations in mPFC activity
across repeated exposures to the same environmental setting
suggests that other factors, such as time, may underlie the strong
environmental context effects. To examine the impact of time,
we analyzed Mahalanobis distances between sets of iFR pop-
ulation vectors as a function of both temporal separation and
according to whether these iFR vector sets were drawn from the
same or different environments (Fig. 3A). As Fig. 3A shows, the
MSUA space separation between any two sets of population
vectors indeed increases as the temporal spacing between these
two sets becomes larger. However, at the same time, along the
whole time-axis in Fig. 3A there is a clear substantial increase in
the MSUA space distances when comparing population vectors
from the same vs. different environments even for the very same
amount of temporal separation (i.e., when time is removed as

a potential confound). To formally address the impact of time vs.
environment, we fitted a simple linear model to the sets of
MSUA space distances Dmah = β0 + β1Envt + β2Δt, where Δt is
the amount of temporal separation between MSUA vector sets,
and the dummy variable Envt ∈ {−1, +1} encodes whether en-
vironment A or B was presented. For the mPFC data sets we
checked (via F ratios; SI Methods) whether each of the two
factors (environment, time) on its own (with the other factor not
included) explains a significant amount of variation in the
MSUA space distances and whether it significantly adds to the
amount of explained variance when the respective other factor
was already in the model. A factor was considered significant
only if it survived both of these statistical comparisons. In three
of six data sets, both environment and time significantly con-
tributed on their own and in conjunction with the respective
other factor to the amount of Dmah variation (all P < 10−3). In
one other data set only the environment factor reached signifi-
cance, whereas in the remaining two only the time factor was
significant (all P < 10−6).
We next used the model-based approach to determine

whether the gradual time-dependent shifts could explain the shift
in mPFC representations upon multiple repetitions of the same
environment (Fig. 2A). To this end, the linear model above was
fitted to the mean within-repetition distances and then applied to
the mean between-repetition distances. That is, if A, B denote
the two environments and A′, B′ their repetitions, the model was
first fit to distances between vector sets taken from A only, B
only, A′ only, or B′ only (within-environment), and from A-B or
A′-B′ (between-environment). The parameters were then fixed,
and it was determined how well this model predicted distances for
comparisons A-A′, B-B′ (between-repetition but within-envi-
ronment; Fig. 3B) and from A-B′, A′-B (between-repetition and
between-environment). For three of the six data sets with re-
peated exposures, approximately 50–75% of the variance of the
mean between-repetition distances (with transients removed)
could be accounted for by the model obtained from the mean
within-repetition distances (all P < 10−5). This confirms that for
at least half of the data sets a considerable proportion of the iFR
activity shifts across repetitions were due to timing effects.

Consistency of Single-Unit Responses upon Repeat Visits to the Same
Environmental Context. All of the analyses above involved pop-
ulation activity patterns. We next analyzed the environmental
selectivity (Methods) of single mPFC neurons over multiple
exposures to two different environments (A and B). To limit
differences in movement across environments as much as pos-
sible, animals were placed in a small plastic chamber (Fig. S1B
shows experimental details) that was transferred back and forth
between the environments five times. When we examined the
environmental selectivity across the five different A-B exposures
we found that a small but significant number of neurons [11%,
binomial P < 0.03; χ2(5) = 15.57, P < 0.007; Fig. S6F] consis-
tently preferred one environment vs. the other across all five A-B
switches. However, this approach of determining selectivity may
be quite conservative because it uses only binary information
(A > B or B > A) from each cell and exposure, with firing rates
averaged across whole exposure periods. Thus, as a more sen-
sitive approach that takes into account firing rate variations on
a time-bin by time-bin basis within each environment, a decoding
analysis based on linear classifiers was carried out. To these ends,
for each data set a linear discriminant function was fitted to the
first three environment A-B repetitions (the “training set”) to
determine a hyperplane in MSUA space that optimally separated
the two environments (Fig. S6G). Prediction performance of this
classifier was then tested on population vectors from the two
remaining (fourth and fifth) A-B repetitions (the “test set”), that
is on trials that had not been used for fitting the classifier (see ref.
46). iFR population vectors from the test set falling onto the

Fig. 3. Impact of temporal context on mPFC ensemble activity. (A) Mean
Mahalanobis distance, from an example session, between sets of population
vectors drawn from within the same (A-A, A′-A′, B-B, B′-B′; green line) or
from between different (A-B, A′-B′; red line) environments (hyphen indicates
repetition), and for different amounts of temporal separation (Δt). MSUA
space distances increase with both temporal and environmental difference.
Shaded areas indicate SEM. Transients at the start or end of environmental
exposures were removed (SI Methods). (B) Example session illustrating the
impact of time and environment on Mahalanobis distances between iFR sets
taken from within the same (green) or between different (blue) repetitions
of the same environment (see main text for explanation). Shaded areas =
SEM. The green regression line indicates the predictions from the time/en-
vironment-model fit to the within-repetition distances (i.e., to the data in A).
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wrong side of the separating hyperplane obtained from the
training set predict environmental setting incorrectly and thus
contribute to the (predicted) separation error. Using this clas-
sification approach, neuronal samples were built starting with the
most responsive units and then progressively adding neurons
until all units were incorporated in the (sub)population used for
prediction. Fig. S6H shows that decoding performance improved
as more neurons were added, up to the point where approxi-
mately 50% of all units were included in the classifier, after
which prediction performance started to degrade again (owing to
the increase in noise as the sample is further expanded). At the
point of optimal prediction performance, ≈84% of iFR vectors
from the test trials were correctly assigned, and the largest
Mahalanobis distances between context groups were observed.
For this optimally predictive sample of size of ≈50%, the sepa-
ration error was significantly lower than the one in non-
parametric bootstraps (P < 0.01; constructed by randomly
shuffling blocks of iFR vectors of length 10 s from different
environments or exposures; details in SI Methods), and it was
also significantly smaller than in samples consisting of ≈10% of
the maximally responsive units [that is, about the relative pro-
portion of units that was found to express consistent environ-
mental selectivity in the binomial analysis above; t(4) = 5.13; P=
0.007, Bonferroni-corrected P < 0.027]. Thus, although many
units may not consistently prefer one environment over the other
according to firing rates averaged across whole exposures, many
neurons may still contribute to environmental coding at specific
time points during the exposures.

Context Affects the Way in Which Actions Are Encoded by mPFC
Neurons and Networks. Finally we examined how contextual in-
formation affected action encoding by mPFC neurons. For this
analysis we had rats perform an operant-based continuous al-
ternation task in two environments (Fig. S1A). In this case, we
found that there was a larger Mahalanobis distance between
presses made on the same lever across the two environments
than between left and right lever presses performed within the
same environment [t(9) = 4.98, P < 0.01; Wilcoxon signed rank
test, P < 0.01; Fig. 4A]. This result suggests that environmental
context may have a strong impact on how lever press actions are
encoded at the ensemble level.
At the single-neuron level, the selectivities of individual neu-

rons for left vs. right lever presses in environment A vs. B were

significantly correlated overall (r= 0.44, P < 0.001; Fig. S7A), yet
the strength of the correlation was not too high, suggesting that
some degree of contextual modulation may be present. Lever
press-responsive neurons were defined as those that had an ab-
solute selectivity score of at least |d′| > 0.5 for the lever press
period (on either the right or left levers) vs. the intertrial in-
terval. Of the 107 total neurons in this sample, 36 were deemed
“lever-press responsive” using these criteria. In total, 33% (12 of
36) of lever press-selective neurons fired consistently more to
lever presses in one environment vs. the other (SI Results).
Responses to a given lever press could differ both in terms of
magnitude (Fig. 4B and Fig. S7B) or timing (Fig. 4C and Fig.
S7B) if performed in environment A vs. B. These analyses show
that environmental context affects the profile of the lever press
responses and that a significant proportion of neurons re-
sponsive to lever presses were also selective for one of the
two environments.

Discussion
The present study showed that the activity of ensembles of
mPFC neurons contains information about entire environmental
contexts or changes in context, whereas hippocampal ensembles
tended to provide more consistent and specific representations
of locations within a given context. Contextual differentiation by
mPFC ensembles was based on a number of factors, including
differences in the sensory attributes that define an environment,
time, and as we explain below, movement patterns. Context in
turn affected the way in which lever press actions were encoded
at the ensemble and single-neuron level.
Given the role of the PFC in spatially based cognition and the

strong input the mPFC receives from the hippocampus (both
directly and indirectly via the mediodorsal thalamus) (13, 14), it
seemed logical to expect that mPFC neuronal responses would
be at least in part affected by information about the rat’s spatial
context. In addition, the mPFC plays a key role in context-based
cognitive tasks (2, 3) and context-induced drug relapse (6–8),
and is believed to be an important node in the “context” network
(1, 9–12). However, despite numerous attempts, studies have
consistently failed to find any clear location-specific mPFC firing
patterns that are independent of behavior (i.e., place cells) (31–
34). The present data were largely consistent with these studies
in that mPFC activity was more affected by changes in environ-
mental context on a large scale rather than by the rat’s precise
spatial location. In contrast, the activity of hippocampal en-
sembles depended more on the unique constellation of place
cells that provided location-specific information rather than on
overall environmental context, although significant discrimina-
tion between whole contexts was also present at the hippocampal
level (compare Fig. S5).
Various factors impacted the manner in which mPFC neurons

and ensembles responded to context. First, ≈11% of individual
mPFC neurons maintained a stable preference for a given en-
vironment across all five exposures in the restricted-movement
sessions, indicating that they may be consistently responding to
certain sensory features of a given environment. However, more
sensitive decoding analysis revealed that in fact up to ≈50% of
neurons may contribute to the encoding of environmental con-
text. Second, although separations in MSUA space were still
detectable in the restricted movement condition, the separations
were smaller than those observed for the free exploration ses-
sions (Fig. S3 A and B). Likewise, the enforced similarity in
movement patterns created by the continuous alternation task
reduced the separation in MSUA space (Fig. S3 C and D).
Therefore, consistent with the conclusions of past studies (44,
45), different movement patterns associated with exploration of
different environments also impacted mPFC activity. Finally, the
activity state patterns were not static in a given environment but
seemed to systematically drift over time, suggesting that mPFC

Fig. 4. Environmental context encoding by “lever press-responsive” neu-
rons. (A) Mahalanobis distances between lever presses made on the same
lever in two environments (black) vs. lever presses made on two different
levers in one environment (striped) (n = 3 sessions from three animals). (B
and C) Contextual modulation of lever press-related neuronal activity. Up-
per: Lever presses on the preferred lever are plotted for both environment
A (black) and B (green). Lower: Nonpreferred lever responses in the two
environments (A, gray and B, light green). Solid lines show mean iFR and
dotted lines SEM. Inset numbers indicate cell number (corresponding to Fig.
S7B) and |d′| values for these neurons.
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ensembles may also encode “time-on-task” as part of their con-
textual representation (Fig. 3). In fact, by linearly extrapolating
from the changes in MSUA space distances produced by changes
in temporal separation, it was possible in some data sets to
predict how far the network state would have moved when the
animal returned to the same environment at a later point in time.
This constant temporal movement of the network state could
therefore explain to some degree why different exposures to the
very same environment were associated with quite different
population activity states. Several recent reports have shown
similar time-related encoding by hippocampal cells and ensem-
bles (47–49). Although we could also confirm significant tem-
poral movement in our hippocampal ensembles within a given
environment (compare Fig. S5 A and B) that was not significantly
different from the one seen in mPFC (compare Fig. S5C), in
contrast to the mPFC there seemed to be little or no temporal
shift in network state across repetitions of the same environment
(compare Fig. 2), and hence population representations tended
to be more similar on repeated exposures in hippocampus.
Collectively these data suggest that for the mPFC “context” may
depend not only on sensory features of the environment but also
the animal’s actions and the passage of time.
Action representations were in turn influenced by the context in

which they were performed. Of all of the neurons that responded
to lever presses during the continuous alternation task, we found
that ≈33% had a consistent preference for one environment over
another. In the present study, these actions had the same meaning
in both environmental contexts because the animals were per-
forming the same continuous alternation task. Recently we found
that a change in the task rule in the same physical environment
induces a sudden and profound change in network activity state
within the mPFC (50). Perhaps if the task context changed along
with the environmental context (e.g., the same actions took on a
different meaning in a different environment), a larger shift in the
representations of actions might have been observed. In this case,
the context information could have been exploited to trigger the
appropriate actions, similar to many ecological situations in which
the meaning of stimuli and actions depends on the surrounding
context in which they are embedded.
Collectively, the present results suggest that mPFC may track

contexts or contextual boundaries as well as alter the inter-
pretation or meaning of stimuli and actions so they are consis-
tent with the present context. A dysfunction in this or a related
form of contextual processing at the level of the PFC may be an
important factor in the cognitive deficits observed in patients
with schizophrenia, as previously proposed (51).

Methods
Subjects, Surgery, and Behavior. Details in SI Methods.

Data Analysis. The present study used methods described previously by Lapish
et al. (43) and Durstewitz et al. (50). To obtain an estimate of the neural
firing rate for each isolated cell i as a function of time bin t, ri(t), all spike
trains were convolved with Gaussian kernels (SD = 500/4 ms) and binned at
500 ms (approximately the inverse of the average firing rate of ≈2.4 Hz).
Neurons with average firing rates below 0.1 Hz were excluded from further
analysis. For population analysis, population vectors r(t) = [r1(t) . . . rN(t)] were
formed (called iFR vectors), with N the number of single units isolated from
a given recording session. The term MSUA space refers to the N-dimensional
space spanned by all recorded units and populated by these vectors r(t).
To quantify environmental effects on network activity, we computed the
Mahalanobis distances (e.g., ref. 52) between the sets of N-dimensional
vectors associated with the different environment epochs, with covariance
matrices pooled for the two conditions compared. The (squared) Mahala-
nobis distance between two sets of points can be thought of as the Eu-
clidean distance between the group means normalized by the covariances of
the data along all MSUA dimensions (i.e., it quantifies the separation be-
tween two clouds of points in relation to the data scatter). Because the
number of dimensions (neurons) could sometimes approach the number of
data points (time bins), a regularized version of the covariance matrix was
used (e.g., ref. 53) to avoid singularity and statistical reliability issues.

There was no selection of units, and all units were included in all analyses
unless otherwise stated. In the present data set, ensembles ranging from 26 to
109 units per rat were recorded simultaneously, yielding MSUA spaces of
dimensionality 26–109. To control for potential confounds in Mahalanobis
distance comparisons, like differences in MSUA space dimensionality or in
the sample size, we selected the same number of units and vector points for
each distance calculation. We limited the number of dimensions to the
smallest recorded ensemble size by randomly selecting only this number of
neurons from the larger ensembles 1,000 times, and taking the averages
across these 1,000 random drawings to still make full use of all units
recorded. For all between- and within-environment context analyses sample
sizes of the same number of vector points (200 time bins) were used for each
set of vectors compared in all sessions.

To assess whether environmental switches affected ensemble activity
states, we comparedMahalanobis distances between equivalent time periods
from either one (within) or two (between) environments. For within-envi-
ronment comparisons, we used two periods of 200 time bins from the last
section within one environment, which were separated by the same amount
of time that it took to transfer animals between the two environments. For
between-environment comparisons we selected the final 200 time bins from
the first environment and the first 200 time bins from the second environ-
ment (Fig. S1C). Thus, for these comparisons time was eliminated as a con-
founding factor. Paired t tests and nonparametric Wilcoxon signed rank
tests were performed on within- and between-environment distances for
each behavioral condition.
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